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Abstract

Federated learning (FL) enables multiple clients to collaboratively train a model with the coordination of a central server. Although FL improves data privacy via keeping each client’s training data locally, an attacker—e.g., an untrusted server—can still compromise the privacy of clients’ local training data via various inference attacks. A de facto approach to preserving FL privacy is Differential Privacy (DP), which adds random noise during training. However, when applied to FL, DP suffers from a key limitation: it sacrifices the model accuracy substantially—which is even more severely than being applied to traditional centralized learning—to achieve a meaningful level of privacy.

In this paper, we study the accuracy degradation cause of FL+DP and then design an approach to improve the accuracy. First, we propose that such accuracy degradation is partially because DP introduces additional heterogeneity among FL clients when adding different random noise with clipping bias during local training. To the best of our knowledge, we are the first to associate DP in FL with client heterogeneity. Second, we design PRIVATEFL to learn accurate, differentially private models in FL with reduced heterogeneity. The key idea is to jointly learn a differentially private, personalized data transformation for each client during local training. The personalized data transformation shifts client’s local data distribution to compensate the heterogeneity introduced by DP, thus improving FL model’s accuracy.

In the evaluation, we combine and compare PRIVATEFL with eight state-of-the-art differentially private FL methods on seven benchmark datasets, including six image and one non-image datasets. Our results show that PRIVATEFL learns accurate FL models with a small $\varepsilon$, e.g., 93.3% on CIFAR-10 with 100 clients under $(\varepsilon = 2, \delta = 1e - 3)$-DP. Moreover, PRIVATEFL can be combined with prior works to reduce DP-induced heterogeneity and further improve their accuracy.

1 Introduction

Federated Learning (FL) is a distributed learning framework, which allows multiple clients to collaboratively train a model with the coordination of a central server. Although FL improves data privacy without uploading local training data to the server, an adversary can still infer local data via various attacks. For example, Nasr et al. [32] shows that a malicious server can rely on membership inference attacks to infer whether a local client has a given data sample. Therefore, FL is often used together with Differential Privacy (DP) [4, 12, 13, 42], a de facto approach in preserving data privacy with formal guarantees.

Historically, there are two versions of differential privacy [31]: Local Differential Privacy (LDP) and Central Differential Privacy (CDP). The former adds noise at client and ensures each client with a privacy guarantee against malicious server and client, and the latter adds noise at server and ensures the global model with a privacy guarantee against malicious clients. Recently, researchers also propose Distributed Differential Privacy (DDP) [5, 18, 42] in between LDP and CDP to prevent an honest-but-curious server [35].

However, regardless of the DP variation, one key challenge in applying DP to the FL setting is the degradation of the model’s accuracy. While it is natural that DP compromises model’s accuracy due to the inherent utility-privacy trade-off, such an accuracy degradation is even more severe under the FL setting. For example, our experiment shows that the accuracy degradation comparing learning models with and without $(\varepsilon = 2, \delta = 1e - 3)$-LDP under an FL setting with 100 clients is 12.5% as opposed to 1.2% under a centralized learning with all other parameters being the same (i.e., MNIST as the training set with i.i.d. distribution and three-fully-connected-layer neural network as the model).

In the first part of the paper, we study the cause of such a big accuracy degradation under FL and different variations of DP (called FL+DP) as the motivation of our research. Specifically, an FL model’s accuracy is sensitive to the client data distributions [26], e.g., an FL model trained with heteroge-
neous data distribution among clients usually performs worse compared with one trained with homogeneous data distribution. Our observation and study show that all variations of DP introduce additional heterogeneity to FL clients during training, thus hampering the overall FL model’s accuracy. In other words, when noises are either added independently at each local client in LDP and DDP or diversified by each local client in CDP, such noises enlarge heterogeneity across clients. To the best of our knowledge, we are the first to associate FL accuracy degradation caused by DP with heterogeneity.

There is no prior work that studies the specific problem of client heterogeneity introduced by DP under the FL setting. On one hand, prior works, e.g., Papernot et al. [34] and Tramer et al. [44], proposed to improve DP’s utility with more data samples (e.g., those public data used to train an encoder), better features, and different activation functions. However, such approaches do not reduce client heterogeneity introduced by DP. On the other hand, prior works proposed to tame client data heterogeneity via personalized FL [19, 26]. Particularly, DP-SCAFFOLD [33] combines a popular, personalized FL called SCAFFOLD [19] with DP to improve privacy with heterogeneous data. However, such approaches, including DP-SCAFFOLD, are designed for general training data heterogeneity at each client but not those introduced by DP: General training data heterogeneity is stable between each round, but DP-induced heterogeneity changes due to random noise added in each round.

Therefore, in the second and main part of the paper, we design and implement an accurate, differentially private federated learning, called PRIVATEFL, with novel personalized data transformation. The key insight of PRIVATEFL is to shift client data distribution with personalized data transformation at each FL client to tame heterogeneity introduced by DP. While intuitively simple, the challenge is how to find the optimal transformation to reduce heterogeneity with improved utility. Therefore, PRIVATEFL optimizes the transformation in each FL round together with learning models and such an optimized transformation has the following properties:

- Optimized for utility. PRIVATEFL learns the personalized data transformation based on the local data distribution and optimizes the transformation to minimize learning loss and maximize local client’s model utility.
- Differentially private. PRIVATEFL ensures the original privacy guarantee of different DP variations (L/D/CDP) under their threat model. For example, PRIVATEFL applies DP-SGD upon the data transformation during backpropagation for LDP to guarantee that the combination of the DNN and the data transformation is differentially private.
- Compatible. PRIVATEFL, serving as a pluggable component to DNN, is complementary to and compatible with personalized FL and/or existing DP utility improvement.

We evaluate the generality of PRIVATEFL using seven benchmark datasets (e.g., CIFAR-100) on multiple model architectures including the latest CLIP [36]. We also combine PRIVATEFL with existing DP improvement methods [34, 44] and personalized FLs (e.g., FedBN [26] and DP-SCAFFOLD [33]). Our evaluation shows that PRIVATEFL further improves FL models’ accuracy when combined with those works. Take DP-SCAFFOLD for example. PRIVATEFL further improves the FL model’s accuracy by 5.7% upon DP-SCAFFOLD with $\varepsilon = 8$ and by 22.5% with $\varepsilon = 2$.

To summarize, our key contributions are as follows:

- We find that the utility degradation of DP+FL is partially due to additional heterogeneity introduced by DP.
- We design and implement PRIVATEFL, the first approach to tame heterogeneity introduced by DP and improve model utility via a personalized, optimized data transformation. Our implementation is open-source at this repository (https://github.com/BHu197/PrivateFL).
- We demonstrate that PRIVATEFL can be combined with personalized FL and other DP utility improvement methods to further improve FL’s utility with DP.

## 2 Problem Formulation

### 2.1 Preliminary

**Differential Privacy (DP) [4, 40]**. Let $D$ denote all possible datasets and $R$ denote the domain of all possible trained model. A randomized mechanism $A : D \rightarrow R$ satisfies $(\varepsilon, \delta)$-differential privacy if—for any two neighboring datasets $D_1, D_2 \in D$ that differ in only a single data sample and for any subset of output $S \subseteq R$—the following Equation 1 holds:

$$\Pr[A(D_1) \in S] \leq \exp(\varepsilon) \cdot \Pr[A(D_2) \in S] + \delta. \tag{1}$$

The parameters $\varepsilon$ and $\delta$ are related to the unconditional upper-bound of the potential privacy leakage, and are known as privacy budgets. Specifically, $\varepsilon$ represents the privacy guarantee: a lower $\varepsilon$ corresponds to a higher level of privacy; and $\delta$ indicates the probability that the upper-bound does not hold, and is usually set to be the inverse of the training dataset size.

**Federated Learning (FL) [26, 28]**. FL allows multiple clients to train a global model collaboratively while keeping their training data locally. Specifically, in each training round, the server sends the current global model to the clients or a sampled subset of them; each client trains a local model using its training data, and uploads it to the server; and the server aggregates the clients’ local models as a new global model. For instance, FedAVG [28] is a standard way to aggregate local models, which takes the average of the local models as a global model: $\theta^{r+1} = \frac{1}{K} \sum_{k=0}^{K} \theta_k^r$, where $\theta^{r+1}$ is the global model for the $(r+1)$-th round, $K$ is the number of clients, and $\theta_k^r$ is the local model of client $k$ in round $r$.

### 2.2 Threat Model

An adversary aims to infer sensitive information about clients’ local training data, e.g., data distribution [16] or memberships [32]. We first define different types of adversaries, and
then introduce different variants of FL+DP that can prevent different adversaries.

- **Untrusted Server.** Such an adversary controls the FL server and may either passively exploit each client’s local models (i.e., honest-but-curious server) or actively tamper with the aggregation procedure (i.e., malicious server) to perform inference attacks.

- **Untrusted Client.** Such an adversary controls one or multiple clients, and tries to perform inference attacks to other clients’ local training data via passively exploiting the global models from the server (i.e., honest-but-curious clients) or actively tampering with the local models on its controlled clients (i.e., malicious clients).

Different FL+DP variants have different threat models against the aforementioned adversaries. We present them from the strongest to the weakest.

- **Local Differential Privacy (LDP)** [43, 47]. LDP is the strongest variant, which defends against both untrusted server and untrusted clients. Each LDP client adds noise in each training step using DP-SGD [4] when training its local model in each FL round. Note that the clients may use different privacy budgets \(\varepsilon\), and the overall privacy guarantee depends on the largest \(\varepsilon\) among all the clients.

- **Distributed Differential Privacy (DDP)** [5, 18]. DDP is a weaker variant, which defends against a honest-but-curious server and untrusted clients. Each DDP client adds noise to its trained local model (but not the training procedure) and the server adopts secure aggregation. Note that since the added noise is insufficient for an LDP-like guarantee, DDP is still vulnerable to a malicious server [35].

- **Central Differential Privacy (CDP)** [15, 29]. CDP is the weakest version of FL+DP. The CDP server adds calibrated noise during aggregation to achieve DP for the global model. CDP can defend against untrusted clients, but not an untrusted server. The reason is that the server can access the clients’ noise-free local models in CDP.

2.3 Motivation

We motivate the design of PRIVATEFL by first understanding the cause of the accuracy degradation of DP+FL. One cause, according to our observation, is that DP introduces additional heterogeneity to FL clients. In this subsection, we perform experiments to validate our observation and our experimental setup is as follows. We assume 10 clients with non-i.i.d local training data and each client has data from six random classes. Then, we adopt the CIFAR-10 and MNIST datasets for LDP and CDP, and the EMNIST dataset—following the original paper [5]—for DDP. The model architecture, sample rate, \((\varepsilon, \delta)\), learning rate, and batch size are the same as our experiment setup in Section 5 (particularly Table 3).

In each FL training round, we calculate a client’s local training loss of its local model on its training data. Thus, for each client, we have a distribution of its local training loss across the FL training rounds. Such distribution is homogeneous in an ideal case, i.e., the clients have very similar distributions when their local training data are i.i.d. and DP is not used during training. We then calculate the earth mover’s distance (EMD) [37] between such distributions for each pair of clients. A larger EMD between the local training loss distributions of two clients indicates more heterogeneity. Figure 1 shows the mean and standard deviation of the EMDs between the clients as \(\varepsilon\) varies for each of the three DP variants. Each horizontal line in Figure 1 is the baseline heterogeneity introduced by clients’ non-i.i.d local training data.

---

![Figure 1: A motivating example to illustrate that DP introduces additional client heterogeneity during training. Each horizontal line shows the baseline heterogeneity introduced by clients’ non-i.i.d local training data.](image-url)
Step 2: Train the transformation $T$ and local model together (use DP-SGD if LDP).

![Diagram showing the process]

Step 3: Upload local models to the server and aggregate as a global model (add noises if CDP).

![Diagram showing the process]

Step 1: Each client downloads the current global model as its initial local model.

Motivation Takeaway: Differential Privacy (DP) introduces additional heterogeneity among FL clients, thus hurting FL model’s utility; and DP-introduced heterogeneity increases as the privacy level.

3 Methodology

In this section, we describe personalized data transformation under FL and then its combination with DP and other DP utility improvement methods. Our high-level intuition is that personalized data transformation is optimized during each FL training round to better fit a local model with new DP-introduced noise in the training round, thus improving the accuracy of the global model.

3.1 Personalized Data Transformation

Notations. We assume $K$ clients and denote by $D_k$ the local training dataset for client $k$, where $k = 1, 2, \cdots, K$. The local training dataset size is $|D_k|$. We consider $(x, y)$ as a training sample, where $x \in \mathbb{R}^n$ denotes the training input and $y$ the label of the input. We denote $\theta$ as the global model and $r$ as the training round index.

Definition. We define a personalized data transformation as a local function $T_k(x)$ at client $k$, where $T_k$ transforms a given training sample $x$ to $x_k$. Different clients have different $T_k$, which are kept locally without being aggregated by the central server. The choice of $T_k$ follows two principles: (i) Taming heterogeneity and (ii) Preserving original features. For the former one, $T_k$ needs to shift the local data distribu-
tion of each client to tame heterogeneity caused either by the inherent data heterogeneity or DP. For the latter one, $T_k$ needs to keep the original features of the training data so that FL can learn such features to train an accurate global model. Theoretically, $T_k$ can be any function. However, our empirical study in Section 4 finds that linear transformation satisfies these two principles well, thus outperforming many other alternatives.

3.2 Learning the Transformation

Intuitively, our idea is to learn a $T_k$ together with the local model and tailor $T_k$ for different clients to tame heterogeneity. In particular, we view $T_k$ as the beginning layer (called layer zero) of a local model and denote $T_k$ as $\theta_k$ for the purpose of learning. Formally, we denote by $\theta_k$ a local model and $\theta_k$ an extended local model of client $k$, where $\theta_k$ is the composition of the transformation layer $\theta_k^r$ and the local model $\theta_k$. Figure 2 shows the detailed procedure of learning $\theta_k$ including $\theta_k^r$. Specifically, a client $k$ learns an extended local model via solving the following optimization problem in round $r$:

$$\min_{\theta_k^r} \frac{1}{|D_k|} \sum_{(x_i,y_i) \in D_k} l(\theta_k^r, x_i, y_i),$$

(2)

where $l(\theta_k^r, x_i, y_i)$ is the loss of the extended local model $\theta_k^r$ for a training sample $(x_i, y_i)$. When solving the optimization problem, the local model $\theta_k^r$ is initialized as the global model $\theta^r$ and the transformation layer $\theta_k^r$ is initialized as the learnt transformation layer $\theta_k^{r-1}$ in the previous round. After learning an extended local model, client $k$ uploads the local model $\theta_k^r$ to the server. The server aggregates the local models as a new global model for the next round.

Note that our transformation $\theta_k^r$ is different from a classic neural network layer due to the following reasons. First, $\theta_k^r$ is personalized and not aggregated by the server. The purpose of personalization is to tame client heterogeneity. Second, $\theta_k^r$ is initialized to be identity transformation in round zero, i.e., $\theta_k^r(\cdot) = \cdot$. Intuitively, we adopt this initialization setting because an identity transformation preserves the original data’s features. We will discuss different initializations in Section 4.

3.3 Differentially Private Transformation

The transformation $\theta_k^r$ that we introduced so far is personalized to tame heterogeneity, but not yet to be combined with DP. In this section, we describe how to combine our personalized transformation with each of the three DP variants in PRIVATEFL. Algorithm 1 and Algorithm 2 show the pseudo-code of PRIVATEFL on the server and client, respectively. Next, we describe them separately.

Server (Algorithm 1). The server first randomly initializes the global model $\theta^0$. In each round, the server randomly selects a subset of $K_s$ clients and asks each of them to compute a local model. In LDP, the server takes the average of the clients’ local models as a new global model (Line 7), following Fe-

---

**Algorithm 1** PRIVATEFL-LDP/DDP/CDP

**Input:** Learning rate $\eta$ and the number of sampled clients $K_s$ in each round. For LDP: noise scale $\sigma$, group size $L$, and gradient norm bound $C$. For DDP: bit-width $b$, target central noise variance $\mu > 0$, signal bound multiplier $m > 0$, bias $\nu \in [0, 1)$, gradient norm bound $C$, $j \times j$ diagonal matrix $J$ with uniformly random $[-1, 1]$ values, $j \times j$ Hadamard matrix $H$, and $s$ that satisfies $2^s = 2m\sqrt{\epsilon \sigma^2 I_j^2} + K_s / (4s^2) + \mu$. For CDP: gradient norm bound $C$.

**Output:** Global model $\theta$ and the overall privacy budget $(\epsilon, \delta)$ computed using a privacy accounting method.

1: Server initializes $\theta^0$ randomly.
2: for each round $r = 1, 2, \ldots$ do
3:    $k' \leftarrow$ server samples a set of $K_s$ clients randomly.
4:    for each client $k \in k'$ in parallel do
5:        $\theta_k^r = \text{LocalUpdate}(k, \theta^r) \triangleright$ get local model from client $k$
6:    if LDP then
7:        $\theta^{r+1} \leftarrow \frac{1}{K_s} \sum_{k \in k'} \theta_k^r$ \triangleright update global model
8:    if DDP then
9:        $\theta^{r+1} \leftarrow \text{sum of } (\theta_k^r)_{k \in k'} \text{ modular } 2^b$
10:       $\theta^{r+1} \leftarrow \frac{1}{K_s} \sum_{k \in k'} \theta_k^r$ \triangleright median norm bound for CDP
11: if CDP then
12:    $\zeta_k \leftarrow |\theta_k^r - \theta^{r+1}|_2, \forall k \in k'$
13: $\zeta \leftarrow \text{median}(\{\zeta_k\}_{k \in k'})$ \triangleright median norm bound for CDP
14: $\theta^{r+1} \leftarrow \theta^{r+1} + \frac{1}{K_s} \sum_{k \in k'} \frac{\theta_k^r - \theta^r}{\zeta \left\| \gamma (0, \sigma^2 I_j^2) \right\|_2}$
15: return $\theta^{r+1}$ and $(\epsilon, \delta)$

**Algorithm 2** LocalUpdate($k, \theta$)

**Input:** Client $k$ and global model $\theta$

**Output:** Local model $\theta_k$

1: $\theta_k \leftarrow \theta_k \circ \theta$ \triangleright obtain an extended local model
2: for each local iteration do
3:    if LDP then
4:        Take a random mini-batch $B$ with sampling probability $L/n_k$
5:        for each $(x_i, y_i) \in B$ do
6:            $g_i \leftarrow \nabla l(\theta_k, x_i, y_i)$ \triangleright compute gradient
7:            $g_i \leftarrow g_i / \max(1, |g_i|)$ \triangleright clip gradient if needed
8:        $\theta_k \leftarrow \frac{1}{n_k} \sum g_i + \mathcal{N}(0, \sigma^2 C^2 I_j)$ \triangleright add noise
9:    if DDP or CDP then
10:        Take a random mini-batch $B$ with size $L$
11: $g \leftarrow \frac{1}{n_k} \sum g_i + \mathcal{N}(0, C \sqrt{B})$ \triangleright non-private gradient
12: $\theta_k \leftarrow \theta_k - \eta g$
13: $\theta_k \leftarrow \text{get local model from } \theta_k$
14: if DDP then
15: $\theta_k \leftarrow \text{DDPNoise}(\theta_k)$ \triangleright add noise for DDP
16: return $\theta_k$ \triangleright upload local model

**Algorithm 3** DDPNoise($\theta_k$)

**Input:** Local model $\theta_k$

**Output:** Noisy local model $\theta_k$

1: $\theta_k \leftarrow \langle s \cdot \min(1, C/|\theta_k|_2) \cdot \theta_k \rangle$ \triangleright clip local model
2: $\theta_k \leftarrow \frac{1}{\sqrt{\lambda}} \mathcal{N}(0, \mu^2 I)$ \triangleright random rotation
3: $M \leftarrow \min\{ (sC + \sqrt{B})^2, s^2 C^2 + j / 4 + 2 \log(1/v) \cdot (sC + \sqrt{j}/2) \}$
4: while $|\theta_k|_2 \leq M$ do
5: $\theta_k \leftarrow \text{stochastically round the coordinates of } \theta_k$
6: $\theta_k \leftarrow \theta_k + \mathcal{N}(0, s^2 C^2 K'_d)$ \triangleright add noise drawn from Skellam distribution
7: return $\theta_k$
Table 1: Impact of transformation function on the accuracy of the global model and average Earth Mover’s Distance (EMD) between the clients’ local training loss distributions in PRIVATEFL.

<table>
<thead>
<tr>
<th>Transformation Function</th>
<th>Linear Transformation Accuracy (EMD)</th>
<th>Non-linear Transformation Accuracy (EMD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ax + \beta$</td>
<td>0.892</td>
<td>0.200</td>
</tr>
<tr>
<td>$\text{Sigmoid}(ax + \beta)$</td>
<td>0.457</td>
<td>0.141</td>
</tr>
<tr>
<td>$\text{Tanh}(ax + \beta)$</td>
<td>0.613</td>
<td>0.393</td>
</tr>
<tr>
<td>$\alpha x + \beta$</td>
<td>0.829</td>
<td>0.272</td>
</tr>
<tr>
<td>$\alpha x^2 + \beta$</td>
<td>0.137</td>
<td>0.142</td>
</tr>
<tr>
<td>$\text{ReLU}(ax + \beta)$</td>
<td>0.421</td>
<td>0.419</td>
</tr>
</tbody>
</table>

In DDP, the server aggregates the clients’ local models using a particular aggregation rule (Line 10), which the authors of DDP called secure aggregation. In CDP, the server calculates the norm of each local model update (Line 12), takes the median of the norms (Line 13), uses the median norm to clip the local model updates if needed, and adds noise to the average clipped local model update before using it to update the global model (Line 14). The norm bound is the median value which follows the original CDP paper [15]. Note that privacy protection is ensured because the server in CDP is trustworthy.

Client (Algorithm 2). Given the current global model, a client aims to learn a local model and a personalized data transformation simultaneously. Specifically, a client first initializes an extended local model via concatenating its transformation layer learnt in the last round and the current global model (Line 1). Then, the client iteratively updates its extended local model. In each iteration, for LDP, the client samples a mini-batch of its training data, computes the gradient of the loss function for each sampled training sample, clips the gradient if needed, adds noise to the clipped gradient, and uses the average noisy, clipped gradient of the mini-batch to update the extended local model. For DDP or CDP, the client uses the average gradient of a mini-batch to update the extended local model in each iteration, following the standard stochastic gradient descent. After learning an extended local model, the client obtains the local model part (Line 13). In LDP and CDP, the client uploads the local model to the server. In DDP, the client adds noise to the local model using Algorithm 3 and uploads the noisy local model to the server.

DP Guarantee. PRIVATEFL-LDP ensures $(\epsilon, \delta)$-DP for each extended local model, which includes both transformation layer and local model. Specifically, each client learns an extended local model using DP-SGD and thus an extended local model achieves $(\epsilon, \delta)$-DP. Therefore, the final global model also achieves $(\epsilon, \delta)$-DP. PRIVATEFL-DDP ensures each local model achieves DP using DDP and thus the global model $\theta$ is differentially private. PRIVATEFL-CDP ensures the global model $\theta$ is differentially private via adding noise to the aggregation using CDP, though the local models are not differentially private. Therefore, PRIVATEFL-LDP (or DDP or CDP) has the same DP guarantee as FedAvg+LDP (or DDP or CDP).

3.4 Compatibility with Existing Approaches

One advantage of PRIVATEFL is that it is compatible—and can be combined—with existing utility improvement approaches for both DP and FL. Essentially, PRIVATEFL provides a data transformation upon training data, which can be used together with other approaches. We use two examples for illustration. First, consider state-of-the-art work [44] that uses a feature extractor (called encoder) pre-trained on public dataset to improve DP utility. PRIVATEFL can use a pre-trained encoder to extract features of the training inputs and treat them as new training inputs. Then, we can apply PRIVATEFL on the new training inputs. Second, consider existing personalized FL [19, 26], especially personalized FL with DP, namely DP-SCAFFOLD [33]. Because PRIVATEFL performs upon the training data and DP-SCAFFOLD performs on the client updates, they are naturally compatible with each other.

4 Empirical Analysis of Transformation

In this section, we perform empirical analysis of possible personalized data transformations and their impacts on PRIVATEFL’s performance. Specifically, we study two important factors: the transformation function space and the parameter space. Note that our analysis is by no means exhaustive and the purpose is to show that the empirical results confirm our intuition on the transformation choice.

Our empirical analysis adopts the following setting: LDP with $\epsilon = 8$ and $\delta = 1e-3$, MNIST dataset, and 100 clients (each client has data from two classes). Without any transformation, the accuracy of the global model is 0.811 and the average EMD (discussed in Section 2.3) between clients’ local training loss distributions is 0.369.

4.1 Transformation Function Space Analysis

We first analyze different transformation functions and compare their effectiveness in decreasing client heterogeneity and improving model accuracy in PRIVATEFL. Since the trans-
which reduces clients’ heterogeneity but also makes the features useless. Because such transformation dramatically ruins the features, accuracy reduces to 0.137 in Table 1. This is why such transformation dramatically ruins the features, accuracy reduces to 0.137 in Table 1. This is because such transformation drastically ruins the features, which reduces clients’ heterogeneity but also makes the features useless.

Intuitive Explanation. Linear transformation better preserves features in the training samples and at the same time reduces heterogeneity introduced by DP. Consider that there exists a manifold that separates different classes of the original training data before transformation. Linear transformation shifts the manifold and keeps the original separability of different classes. As a high-level illustration, we show some transformed samples in Appendix B. By contrast, non-linear transformation distorts the manifold and distances between transformed samples. Specifically, activation functions like \( \text{Tanh} \) and \( \text{Sigmoid} \) regularize the range of feature values and reduce the original data’s feature values. Similarly, one-to-one transformation better preserves features of original training data. Consider the aforementioned manifold separating classes. Many-to-one transformation distorts the manifold and may map samples of different classes to the same data point. More specifically, \( \text{Conv2d}(x) \) maintains the correlation of features but loses some of them via convolution operation.

4.2 Transformation Parameter Space Analysis

After we determine that linear transformation works better than other alternatives, we then explore the parameter space of linear transformation, which includes parameter dimensions and initial values.

4.2.1. Parameter Dimension. Table 2 shows the global model’s average testing accuracy with different free dimensions of parameters \( \alpha \) and \( \beta \). Specifically, \( \alpha = 1 \) (or \( \beta = 0 \)) means that each element of \( \alpha \) is 1 (or \( \beta = 0 \)). \( \alpha \in \mathbb{R}^d \) (or \( \beta \in \mathbb{R}^d \)) means that each \( n \times n \) matrix of \( \alpha \) (or \( \beta \)), which corresponds to an image channel, shares the same value. In other words, \( \alpha \) or \( \beta \) has \( d \) free parameters. \( \alpha \in \mathbb{R}^{n \times n \times d} \) (or \( \beta \in \mathbb{R}^{n \times n \times d} \)) means that each element of \( \alpha \) (or \( \beta \)) is a free parameter, leading to \( d n^2 \) free parameters for \( \alpha \) (or \( \beta \)). We observe that \( \alpha \in \mathbb{R}^d \) and \( \beta \in \mathbb{R}^{n \times n \times d} \) achieve the best accuracy.

Intuitive Explanation. There is a tradeoff between parameter dimension size and the model’s performance under DP + FL. On one hand, prior work [34] shows that a DP model’s performance decreases as the parameter size increases because the DP noise is related to \( \sqrt{\#\text{parameters}} \). On the other hand, a larger parameter dimension can better shift the training data distribution and tame client heterogeneity. Therefore, our finding shows that a channel-wise \( \alpha \) and a pixel-channel-wise \( \beta \), i.e., a parameter dimension in between, works the best among different alternatives.

4.2.2. Parameter Initialization. Figure 4 shows the global model’s testing accuracy with different initial values of \( \alpha \) and \( \beta \). Specifically, we assign both parameters’ initial values in \( [\alpha^\prime, 1] \) with a 0.2 step size. \textsc{PRIVATEFL} achieves the highest accuracy when \( \alpha = 1 \) as the initial value, and the accuracy starts to decrease as \( \alpha \) approaches 0 and then in-
increases as it approaches -1. PRIVATEFL achieves the highest accuracy when \( \beta = 0 \) as the initial value, and the accuracy starts to decrease as it moves either to 1 or -1.

**Intuitive Explanation.** Identity transformation preserves original features of the training samples and that is why it works the best as the initial parameters. Instead, assigning random values to initialize both \( \alpha \) and \( \beta \) makes a model less likely to learn true features because the randomness arbitrarily distorts features of training samples.

## 5 Implementation and Experimental Setup

### Implementation

We implement PRIVATEFL using Python 3.8. Our implementation is open-source at this repository (https://github.com/BHui97/PrivateFL). We follow PyTorch Opacus 1.1.2 [3] to implement LDP, previous work [1] to implement CDP, and TensorFlow Federated 0.24.0 to implement DDP [2]. We use the moment accountant [40] to compute privacy budget for LDP, CDP, and DDP. All experiments are performed using two GeForce RTX 3090 graphics cards (NVIDIA). Our evaluation mainly adopts two metrics: testing accuracy of the global model and EMD between clients’ local training loss distributions.

### Experimental Setup

We use multiple benchmark datasets following previous DP work [34,44], i.e., MNIST, Fashion-MNIST, and CIFAR-10. In addition, we also use EMNIST (a popular FL dataset), CH-MNIST (a medical dataset), CIFAR-100 (a challenging dataset with 100 classes), and Purchase-100 (a non-image dataset). Appendix C shows more details about the datasets. We follow the state-of-the-art personalized FL work [39] to assign training data to clients. Specifically, we first choose \( N \) classes for each client uniformly at random. Then, we assign \( \frac{p_{k,c}}{\sum p_{k,c}} \) of the training samples in class \( c \) to each client \( k \) whose chosen classes contain \( c \), where \( p_{k,c} \) is a random number in the range \( (0.4, 0.6) \). Our default data distribution adopts \( N = 2 \) following previous work [31,39]. Table 3 shows other default parameter settings, which we adopt in experiments unless otherwise mentioned.

We use FedAvg as our default aggregation rule. We follow previous works [15,31] to set the default privacy budget \( (\varepsilon, \delta) \) as \( (8, 1e-3) \). By default, we use one local training epoch, i.e., the number of local training iterations is \( \frac{|D_k|}{|B|} \), where \( |D_k| \) is the local training dataset size of client \( k \) and \( |B| \) is the batch size. The noise multiplier is calculated by the Opacus RDP accountant given the number of training rounds, sample rate, target \( \varepsilon \), and target \( \delta \). For DDP, we evaluate on EMNIST following the setting in the original paper [5]. We also evaluate different \( \varepsilon \) values, i.e., \([2, 4, 6]\). Since \( \varepsilon \) depends on the number of training rounds, we use different number of training rounds for different \( \varepsilon \) values. In particular, for the considered \( \varepsilon \) values, we use \([60, 80, 100]\) training rounds for MNIST, \([60, 80, 100]\) for Fashion-MNIST, \([30, 50, 60]\) for EMNIST, \([10, 15, 25]\) for CH-MNIST, \([280, 400, 500]\) for Purchase-100, \([30, 40, 50]\) for CIFAR-10, and \([20, 20, 20]\) for CIFAR-100.

### 6 Evaluation

We answer the following Research Questions (RQs).

- **[RQ1]** How does PRIVATEFL improve LDP, CDP, and DDP on FedAVG and personalized FLs?
- **[RQ2]** What is the performance of existing DP-improving methods on FL, and how does PRIVATEFL further improve them as an add-on method?
- **[RQ3]** Why can PRIVATEFL improve FL’s accuracy under DP?
- **[RQ4]** How does different client data distribution affect the performance of PRIVATEFL?
- **[RQ5]** How does different number of clients affect the performance of PRIVATEFL?
- **[RQ6]** How does PRIVATEFL perform in cross-device FL?

### 6.1 RQ1: FL+DP Accuracy Improvement

In this Research Question, we show that PRIVATEFL can improve FL model’s accuracy with LDP, CDP, and DDP. Our evaluation starts from FedAVG [28] and then comes to two personalized FL, namely FedBN [26] and SCAFFOLD [33].

#### 6.1.1 Differentially Private FedAVG

We first compare FedAVG and PRIVATEFL on both image and non-image datasets for LDP, CDP, and DDP. For LDP and CDP, we adopt the settings in Table 3. For DDP, we follow exactly the same setting as the original paper [5]. That is, we only evaluate DDP on EMNIST. We follow their setting to assign the training data to 3,400 clients and use a sample rate of 0.03 during training.

LDP. Figure 5 shows the testing accuracy of different methods when the privacy budget \( \varepsilon \) varies. First, PRIVATEFL-LDP improves FedAVG-LDP’s accuracy by 2.3% to 10.2% on image dataset (6.3% on average), and by 11.4%-20.5% on a
non-image dataset, i.e., particularly Purchase-100 (14.5% on average). Second, we observe a big improvement on Purchase-100. The reasons are two-fold. On one hand, the feature values of Purchase-100 are boolean, which are easily perturbed by random noise, leading to more performance degradation (and hence the followup improvement). On the other hand, the Purchase-100 dataset has 100 classes, leading to more training data heterogeneity compared with other datasets. Third, the accuracy gap between PRIVATEFL-LDP and FedAVG-LDP becomes larger when \( \epsilon \) is smaller on majority of the datasets. This result aligns with our motivation example, i.e., Figure 1a: DP introduces more heterogeneity among the clients when \( \epsilon \) is smaller because the noise is larger.

**CDP.** Figure 5 also shows that PRIVATEFL-CDP improves FedAVG-CDP’s accuracy by 3.4%–32.2% on image dataset (12.1% on average) and by 26.8%–34.4% on Purchase-100 (30.4% on average). First, a big improvement on Purchase-100 still holds. Second, compared with LDP, PRIVATEFL-CDP brings a bigger improvement over FedAVG-CDP on average. The reason is that CDP does not require adding noise on the personalized data transformation. Thus, it is more effective to mitigate the heterogeneity compared with LDP that adds noise on the transformation.

**DDP.** Table 4 shows that PRIVATEFL-DDP improves DDP’s accuracy by 6.0%–8.5% on EMNIST dataset (7.2% on average) with different privacy budgets. The reason is that DDP adds local noise to each client, thus introducing client heterogeneity. We also observe a bigger improvement when \( \epsilon \) is smaller. The reason is the same as we discussed previously, i.e., a smaller \( \epsilon \) requires more noise thus introduces more heterogeneity. We note that the accuracy is generally lower than LDP/CDP because the DDP setting has 3,400 clients as opposed to 100 clients for the experiments on LDP/CDP. We also found that in the same FL settings, DDP and CDP achieve similar accuracy. Thus, we mainly focus on LDP and CDP in the rest of our evaluation unless otherwise mentioned.
FLs and their combinations with PRIVATEFL. We choose the same datasets, number of clients, and data distributions as those used in the original papers. For example, we use MNIST with 100 clients and two classes per client for DP-SCAFFOLD [33] and FedBN [26]. Similarly, we use EMDIST for PP-SGD [6] following the original paper’s setting. Note that DP-SCAFFOLD is only applicable to LDP but not CDP, while PP-SGD is only applicable to CDP but not LDP because the personalization is not protected by DP. In addition, we replace the batch normalization (BN) in FedBN with group normalization (GN) under LDP following the implementation of Pytorch Opacus because BN does not work for DP. The variant is thus called FedGN.

We observe that PRIVATEFL can further improve accuracy of personalized FL methods for both CDP and LDP. For CDP and personalized FL, PRIVATEFL improves model’s accuracy by 0.6%–11.7% with an average of 6.01%. For LDP and personalized FL, PRIVATEFL improves model’s accuracy by 5.7%–22.5%. This is because personalized FL and PRIVATEFL capture different types of heterogeneity (e.g., local training data heterogeneity and DP-induced heterogeneity), and PRIVATEFL can be combined with personalized FL to further improve their accuracy. Take PP-SGD+PRIVATEFL as an example. PP-SGD separates local and global models, but DP-induced heterogeneity still exists in the global model.

Therefore, PRIVATEFL can be used to help PP-SGD reduce such heterogeneity in the global model.

### 6.2 RQ2: Combination with DP-improving Methods

In this Research Question, we show that PRIVATEFL complements existing methods to improve utility of DP and can be combined with them to further improve DP’s utility.

#### 6.2.1 Pre-trained Encoder

Previous works [27,44] showed that an encoder (i.e., a feature extractor) pre-trained on public data can be used to build more accurate differentially private classifiers. Specifically, we can use the encoder to extract features and train a differentially private linear classifier based on the features. We consider multiple pre-trained encoders including a ResNeXt classifier [50] pre-trained on CIFAR-100, a SimCLR encoder [8] pre-trained on unlabeled ImageNet, and CLIP [36], which is the state-of-the-art encoder pre-trained on 400 million image-text pairs. Given a pre-trained encoder, each client uses it to extract features for its training/testing inputs. Then, FL (e.g., FedAVG) trains a linear classifier based on the extracted features. Data normalization (DN) [44] further normalizes the features before using them for training. The mean and variance in DN for ResNeXt are collected from CIFAR-100, while for SimCLR and CLIP, both values are set as 0.5 following the DN paper.

Table 6 shows the accuracy of FedAVG, DN, and DN+PRIVATEFL in different settings. First, DN+PRIVATEFL consistently achieves the best accuracy, indicating that PRIVATEFL can be combined with existing pre-trained encoder-based methods to further improve DP’s utility. The reason is that FedAVG and DN do not consider DP-induced heterogeneity when training linear classifiers based on the extracted features.
features. Interestingly, except for ResNext where DN can utilize the statistics collected from CIFAR-100, DN often achieves lower accuracy than FedAVG.

Second, PRIVATEFL can significantly improve the accuracy of private training when a pre-trained encoder is available, and reduce the accuracy gap between private and non-private training. Take CIFAR-10 as an example, the accuracy gap between non-private and private DN+PRIVATEFL with CDP ($\varepsilon = 8$) ranges from 0.4% (CLIP) to 5.1% (SimCLR). In comparison, the accuracy gap between non-private and private DN with CDP ($\varepsilon = 8$) ranges from 2.2% (CLIP) to 33.2% (ResNeXt). Third, CLIP consistently achieves the highest accuracy improvement. The reason is that CLIP is pre-trained on the largest dataset, which enables it to extract better features, compared to the other two pre-trained encoders.

6.2.2. Activation Function Substitution. Papernot et al. [34] shows that Tanh activation function can improve the accuracy of a model trained by DP-SGD. We follow the paper to replace ReLU activation function as Tanh in FedA VG. Table 7 shows the testing accuracy when different activation functions are used. First, we observe that Tanh introduces substantial accuracy improvement for LDP while minimal improvement for CDP/DDP. In some cases, Tanh even reduces the accuracy by around 1% for CDP/DDP. The reason is that Tanh can avoid gradient explosion for DP-SGD, which is used by LDP, and thus improves accuracy for LDP. However, CDP and DDP do not add noise during local training, and thus their performance does not explicitly depend on activation functions. Second, Tanh+PRIVATEFL consistently achieves the best accuracy, indicating that PRIVATEFL can be combined with existing activation function based methods to further improve DP’s utility.

6.2.3. Per-round Clip vs. Per-step Clip for CDP. McMahan et al. [29] shows that we can improve the accuracy of CDP when a client clips its local model in each local training step. We apply this method to FedAVG+CDP. Table 8 shows the testing accuracy of per-round clip, per-step clip, and the combination of PRIVATEFL and per-step clip on MNIST. Our results align with McMahan et al., i.e., per-step clip improves accuracy for CDP. Moreover, PRIVATEFL can be combined with per-step clip to further improve accuracy.

6.3 RQ3: Heterogeneity Reduction

In this Research Question, we explore why PRIVATEFL can improve the accuracy of DP in FL. In particular, we show that PRIVATEFL reduces additional heterogeneity introduced by DP, thus improving FL accuracy. We use two metrics to show the heterogeneity reduction. First, we use the average EMD between the clients’ local training loss distributions as discussed in Section 2.3. Second, we use the testing loss of the global model as a function of training round. We use 3-layer DNN for MNIST and pre-trained CLIP encoder plus 1-layer DNN for CIFAR-10.

Figure 6: [RQ3] Illustration on why PRIVATEFL can improve the accuracy of FL+DP. (a)(c): Average EMD between the clients’ local training loss distributions when each client has 2, 4, 6, 8, or 10 classes of data. (b)(d): testing loss of the global model as a function of training round. We use 3-layer DNN for MNIST and pre-trained CLIP encoder plus 1-layer DNN for CIFAR-10.

Figure 7: [RQ3] DP-induced heterogeneity vs. accuracy for CDP. Moreover, PRIVATEFL can be combined with per-step clip to further improve accuracy.

[RQ2] Take-away: PRIVATEFL can be combined with existing DP utility improvement methods to further boost utility by reducing DP-induced heterogeneity.
Table 9: [RQ4] Testing accuracy of FedAVG and PRIVATEFL with LDP and CDP on MNIST and CIFAR-10 datasets when each client has 2, 4, 6, or 10 (i.i.d) classes of data.

<table>
<thead>
<tr>
<th>Method</th>
<th>DP</th>
<th>MNIST 50</th>
<th>MNIST 100</th>
<th>MNIST 200</th>
<th>MNIST 500</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>FedAVG</td>
<td></td>
<td>0.811</td>
<td>0.831</td>
<td>0.852</td>
<td>0.871</td>
</tr>
<tr>
<td>PRIVATEFL</td>
<td></td>
<td>0.922</td>
<td>0.911</td>
<td>0.909</td>
<td>0.904</td>
</tr>
<tr>
<td>LDP</td>
<td></td>
<td>0.793</td>
<td>0.815</td>
<td>0.842</td>
<td>0.851</td>
</tr>
<tr>
<td>PRIVATEFL</td>
<td></td>
<td>0.886</td>
<td>0.882</td>
<td>0.876</td>
<td>0.868</td>
</tr>
</tbody>
</table>

Table 10: [RQ5] Testing accuracy of FedAVG and PRIVATEFL with LDP and CDP on MNIST and CIFAR-10 datasets when the system has 50, 100, 200, or 500 clients.

<table>
<thead>
<tr>
<th>Method</th>
<th>DP</th>
<th>CIFAR-10 50</th>
<th>CIFAR-10 100</th>
<th>CIFAR-10 200</th>
<th>CIFAR-10 500</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>FedAVG</td>
<td></td>
<td>0.716</td>
<td>0.787</td>
<td>0.733</td>
<td>0.664</td>
</tr>
<tr>
<td>PRIVATEFL</td>
<td></td>
<td>0.891</td>
<td>0.912</td>
<td>0.866</td>
<td>0.843</td>
</tr>
<tr>
<td>LDP</td>
<td></td>
<td>0.866</td>
<td>0.802</td>
<td>0.732</td>
<td>0.664</td>
</tr>
<tr>
<td>PRIVATEFL</td>
<td></td>
<td>0.892</td>
<td>0.833</td>
<td>0.866</td>
<td>0.832</td>
</tr>
</tbody>
</table>

The reason is that PRIVATEFL can decrease the heterogeneity introduced by LDP and training data itself, and thus the accuracy gets improved more when the clients’ data is more non-i.i.d. Third, PRIVATEFL brings more accuracy improvement on LDP than CDP in the i.i.d. setting, because LDP incurs heterogeneity even under the i.i.d. setting.

[RQ4] Take-away: PRIVATEFL consistently improves accuracy when the clients’ local training data has different heterogeneity.

6.5 RQ5: Number of Clients

In this Research Question, we explore how different number of clients (ranging from 50 to 500) affects the performance of PRIVATEFL. We use MNIST and CIFAR-10 datasets with the default parameter settings except $(\epsilon = 8, \delta = 1 - 5)$. Each client has 2 classes of data. Model architectures are the same as those in Section 6.4.

Table 10 shows the testing accuracy of FedAVG and PRIVATEFL when the number of clients varies. We observe that PRIVATEFL consistently outperforms FedAVG for both CDP and LDP especially when the system has more clients. For instance, the accuracy gap between PRIVATEFL and FedAVG increases from 2.6% with 50 clients to 14.2% with 500 clients on MNIST for LDP. We believe this is partially because more clients indicate more heterogeneity.

[RQ5] Take-away: PRIVATEFL consistently improves the accuracy of FL under DP when the system has different number of clients.

6.6 RQ6: Cross-device FL

In this Research Question, we evaluate whether PRIVATEFL can improve the accuracy of cross-device FL, e.g., each client only participates in one or two training rounds. Our experiment setting is as follows. We use the MNIST dataset with the default parameter settings. Each client has two classes of data. We train the global model for a total of 10 or 20 rounds depending on whether each client participates in one or two training rounds. The sample rate is 0.1 in each training round.
Differential Privacy in FL. Differential privacy has been applied in FL [15, 29, 31, 40, 43]. There are three kinds of differential privacy applications in FL, local differential privacy (LDP) [43, 47], central differential privacy (CDP) [15, 29], and distributed differential privacy (DDP) [5, 10, 18]. LDP allows each client to make its local model differentially-private before sending it to the global server, e.g., clients can adopt DP-SGD [4] locally so that they can have their own privacy budgets. CDP requires a trustworthy server which makes the global model differentially-private after receiving all local models. DDP adds local noise after training and relies on secure aggregation to achieve a comparable privacy guarantee with CDP. However, both CDP and LDP cause significant accuracy drop in FL as demonstrated by Naser et al. [31], and DDP [5] has a similar performance with CDP as well as a similar accuracy drop.

Recently, Noble et al. [33] combine LDP with existing personalized FL algorithm SCAFFOLD [19] to show accuracy improvement on heterogeneous data. Stevens et al. [42] utilize learning with error to improve communication efficiency in DDP scenarios. PP-SGD [6] introduces a personalization parameter to balance local learning without DP and global learning with DP, thus improving the accuracy. As a comparison, PP-SGD is only applicable to CDP because the local personalization does not have DP guarantees. Furthermore, PP-SGD’s utility improvement under CDP stems from personalization and therefore PRIVATEFL can further improve PP-SGD’s performance by reducing DP-induced heterogeneity as shown in our evaluation. In summary, PRIVATEFL addresses the heterogeneity induced by DP and improves the accuracy for LDP, CDP, DDP, and PP-SGD.

Differential Privacy in Centralized Learning. Differential privacy has been studied extensively in centralized learning [12, 13, 17, 48, 51]. Abadi et al. propose DP-SGD [4] to make Stochastic Gradient Descent (SGD) differentially-private via clipping and perturbing gradients during training. However, DP-SGD sacrifices accuracy compared with SGD. Researchers have tried to address this issue both theoretically and empirically. Theoretically, Abadi et al. propose moment accountant [4] to derive a tighter privacy budget; and Mironov [30] propose Renyi-DP with a more strict upper-bound of privacy budget. Empirically, Papernot et al. [34] explore different activation functions, e.g., using Tanh instead of ReLU as the activation function can improve accuracy in DP; and Tramer et al. [44] and Liu et al. [27] show that an encoder pre-trained on public data can be used as a feature extractor to train more accurate differentially private classifiers. As we demonstrated in experiments, those methods cannot address the DP-induced heterogeneity and thus our PRIVATEFL can be combined with them to further improve accuracy of FL+DP.

8 Conclusion

In this work, for the first time, we find that DP introduces additional heterogeneity to the clients in FL, thus hampering accuracy. Then, we show that personalized data transformation on the clients can mitigate the DP-induced heterogeneity and thus improve the accuracy of differentially private FL for different variants of DP including LDP, DDP, and CDP. Moreover, linear transformation outperforms other alternatives. Our personalized data transformation can be combined with personalized FL methods and methods on improving accuracy of DP to further improve the accuracy of differentially private FL.

Table 11: [RQ6] Testing accuracy of FedAVG and PRIVATEFL on MNIST for cross-device FL, where each client participates in one or two training rounds.

<table>
<thead>
<tr>
<th>DP</th>
<th>FL</th>
<th>Round</th>
<th>ε = 2</th>
<th>ε = 4</th>
<th>ε = 6</th>
<th>ε = 8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FedAVG</td>
<td>1</td>
<td>0.421</td>
<td>0.545</td>
<td>0.563</td>
<td>0.612</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.483</td>
<td>0.619</td>
<td>0.641</td>
<td>0.653</td>
</tr>
<tr>
<td>CDP</td>
<td>PRIVATEFL</td>
<td>1</td>
<td>0.454</td>
<td>0.577</td>
<td>0.586</td>
<td>0.633</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.527</td>
<td>0.677</td>
<td>0.695</td>
<td>0.714</td>
</tr>
<tr>
<td>LDP</td>
<td>FedAVG</td>
<td>1</td>
<td>0.453</td>
<td>0.582</td>
<td>0.604</td>
<td>0.610</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.501</td>
<td>0.608</td>
<td>0.631</td>
<td>0.639</td>
</tr>
<tr>
<td></td>
<td>PRIVATEFL</td>
<td>1</td>
<td>0.592</td>
<td>0.592</td>
<td>0.628</td>
<td>0.644</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0.529</td>
<td>0.640</td>
<td>0.683</td>
<td>0.728</td>
</tr>
</tbody>
</table>

Table 11 shows the accuracy of FedAVG and PRIVATEFL for both LDP and CDP when the privacy budget ε varies. PRIVATEFL can improve the accuracy of FedAVG from 2.7% to 10.9% for both CDP and LDP under such a cross-device FL setting. Note that the accuracy improvement of PRIVATEFL is larger when each client participates in two training rounds. The reason is that our personalized data transformation can better fit the local training data and reduce DP-induced heterogeneity in such scenarios.

[RQ6] Take-away: PRIVATEFL improves the accuracy of cross-device FL + DP.

7 Related Work

Federated Learning (FL). FL [21, 24, 45, 46, 52] is a collaborative learning setting that allows multiple clients to train a model without sharing local training data. A global server is to collect local model from each client then aggregate them as the global model. Although there is no direct raw data sharing between clients and server, FL is vulnerable to privacy attacks [7]. For instance, Geiping et al. [14] show that a malicious server can recover clients’ training data via gradient inversion attack; and Nasr et al. [32] propose that a malicious clients or server can launch membership inference attacks. Apart from privacy leakage, data heterogeneity is also a key challenge in FL. Achieving a good accuracy on heterogeneous clients’ data in FL has been shown as a challenge [25, 38, 55]. Although there are existing personalized FL methods [19, 26, 53, 54] addressing data heterogeneity problem, they did not consider DP’s impacts.

Recent Work. Recent work includes DP-SGD [6], in which data heterogeneity is fixed; and the SCAFFOLD algorithm [19], which addresses client dynamics in FL. These methods, however, do not consider DP’s impacts.
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Figure 8: DP introduces additional client heterogeneity during training when the clients’ local training data heterogeneity varies.


Appendices

A Additional Motivation Experiments

We show additional motivation experiments when the clients’ local training data heterogeneity varies. We assume ten clients with different levels of local training data heterogeneity, i.e., ranging from two to ten classes per client, which represents different data distributions from non-i.i.d. to i.i.d. The privacy budget $\varepsilon$ is set as 8 and we train FL for 100 rounds.

Figure 8 shows the heterogeneity introduced by LDP/CDP among the ten clients as the local training data heterogeneity changes from non-i.i.d. to i.i.d. We observe that LDP/CDP introduces additional heterogeneity no matter how the clients’ local training data are distributed. Moreover, LDP introduces larger additional heterogeneity while CDP introduces smaller additional heterogeneity as the clients’ local training data are closer to i.i.d.

B Transformed Samples

Figure 9 shows several transformed samples on the ten clients in training rounds [0 (original), 30, 70, 100] when linear transformation is used, where the dataset is CIFAR-10 and the detailed experimental setup is the same as those in Table 3. Our linear transformation keeps the features of the samples while changing pixel values to reduce clients’ heterogeneity.

Figure 10 shows transformed samples of MNIST and Fashion-MNIST datasets when PRIVATEFL uses different transformation functions. $\alpha x + \beta$ keeps the features of an image, Sigmoid only remains the edge information, and Conv2d blurs the images.

C Datasets

We use the following datasets in our evaluation:

- **MNIST** [23]. The MNIST dataset contains 60,000 28x28 grayscale hand-written digits images in 10 different classes. We use 50,000 for training and 10,000 for testing.
Figure 9: Transformed samples in CIFAR-10 during training in PRIVATEFL with linear transformation. The columns represent the ten clients, and the rows represent training rounds [0 (original), 30, 70, 100] from top to bottom.

Figure 10: Transformed samples on MNIST (first row) and Fashion-MNIST (second row) datasets in the last training round when PRIVATEFL uses different transformation functions.

- **CIFAR-100** [22]. The CIFAR-100 dataset contains 60,000 32x32 color images in 100 different classes. We use 50,000 for training and 10,000 for testing.
- **Purchase-100.** The Purchase-100 dataset contains 220,000 samples of 100 shoppers. It is a non-image dataset from Kaggle’s “Aquired Valued Shoppers Challenge”. We follow the data pre-processing in the previous work [41] and use 176,000 samples for training and 44,000 samples for testing.

- **Fashion-MNIST** [49]. The Fashion-MNIST dataset contains 70,000 28x28 grayscale images of fashion products in 10 different classes. We use 60,000 for training and 10,000 for testing.
- **EMNIST** [11]. The EMNIST dataset contains 280,000 28x28 grayscale hand-written digits images in 10 different classes. We use 240,000 for training and 40,000 for testing.
- **CH-MNIST** [20]. The CH-MNIST dataset contains eight classes of 5,000 histology tiles images (150x150) from patients with colorectal cancer. We use 4,500 for training and 500 for testing.
- **CIFAR-10** [22]. The CIFAR-10 dataset contains 60,000 32x32 color images in 10 different classes. We use 50,000 for training and 10,000 for testing.